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Abstract 27 

In face-to-face social interactions, emotional expressions provide insights into the 28 

mental state of an interactive partner. This information can be crucial to infer action 29 

intentions and react adaptively towards another person’s actions. Here we investigate 30 

how facial emotional expressions impact subjective experience and physiological and 31 

behavioral responses to social actions during real-time interactions. Thirty-two 32 

participants interacted with virtual agents while fully immersed in Virtual Reality. 33 

Agents displayed an angry or happy facial expression before they directed an 34 

appetitive (fist bump) or aversive (punch) social action towards the participant. 35 

Participants responded to these actions, either by reciprocating the fist bump or by 36 

defending the punch. For all interactions, subjective experience was measured using 37 

ratings. In addition, physiological responses (electrodermal activity, 38 

electrocardiogram) and participants’ response times were recorded. Aversive actions 39 

were judged to be more arousing and less pleasant relative to appetitive actions. In 40 

addition, angry expressions increased heart rate relative to happy expressions. 41 

Crucially, interaction effects between facial emotion and action were observed. Angry 42 

expressions reduced pleasantness stronger for appetitive compared to aversive 43 

actions. Furthermore, skin conductance responses to aversive actions were 44 

increased for happy compared to angry expressions and reaction times were faster to 45 

aversive compared to appetitive actions when agents showed an angry expression. 46 

These data indicate that observers used facial emotional expression to generate 47 

expectations for particular actions. Consequently, the present study demonstrates 48 

that observers integrate information from facial emotional expressions with actions 49 

during social interactions.  50 

(247 words) 51 

  52 
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Impact statement (70 words) 53 

The study implements a novel paradigm allowing for real-time social interaction in 54 

Virtual Reality to study interaction effects of facial emotion and action in experience, 55 

physiology, and behavior. Facial emotions affected the experience in social 56 

interactions as well as physiological and behavioral responses to actions. Our data 57 

strongly suggest that observers process facial emotional expressions to infer action 58 

intentions in order to generate fast and adaptive responses during social encounters.  59 

 60 

Highlights: 61 

• Studying social interaction using an ecologically valid, closed-loop 62 

interaction paradigm in Virtual Reality 63 

• Measurement of subjective experience, physiological responses, and 64 

behavior 65 

• Facial emotional expressions are integrated with social actions and 66 

affect the evaluation of social interactions 67 

• Facial emotional expressions activate the sympathetic system and 68 

support adaptive behavior 69 

  70 
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1. Introduction 71 

Social actions - like greeting someone with a handshake, congratulating with a tap on 72 

the shoulder, comforting with touch, or defending oneself with a push or a punch – 73 

are a fundamental part of real-life human interactions. Every day we experience 74 

numerous social encounters with different agents in various (emotional) contexts and 75 

with a range of different communicative goals. Importantly, in each of these 76 

encounters, people need to coordinate social actions between themselves and the 77 

interaction partner in a fast and adaptive manner (Curioni et al., 2019; Sebanz et al., 78 

2006). Inferring another person’s intention before an action has been completed may 79 

allow preparing adaptive responses. This may help to keep social interactions in 80 

synchrony, e.g. by reciprocating a handshake, or to get a time advantage in 81 

preparing a defense, e.g. when an attack needs to be parried (Sebanz & Knoblich, 82 

2009). Typically, observers are fast and accurate in inferring other agents’ intentions 83 

both for actions directed towards persons and objects (Frith & Frith, 2006; Sartori et 84 

al., 2011). This raises the question how observers infer action intentions during social 85 

interactions. 86 

Previous research has demonstrated that observers exploit a wide range of 87 

multimodal cues to infer intentions. These cues include action kinematics (Becchio et 88 

al., 2008), preshaping of the hand (Ambrosini et al., 2011), but also body posture (De 89 

Gelder, 2006), gaze (Ambrosini et al., 2011, 2015), and facial expressions (Kroczek 90 

et al., 2021). In addition, observers use contextual information related to the situation, 91 

identity, and gender of the interactive partner (Bach & Schenke, 2017; Ferstl et al., 92 

2017; Krüger et al., 2013). However, while there is evidence that the processing of 93 

action intentions relies on a range of different sources of information, the exact 94 

mechanisms by which social cues impact the processing of action intentions and the 95 

preparation of responses during social interactions remain elusive. 96 
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Facial emotional expressions are highly salient non-verbal communicative cues that 97 

are omnipresent in interpersonal encounters (Frith, 2009). Not only do facial 98 

emotions allow to infer the mental state of the interactive partner but they can also be 99 

predictive with respect to upcoming social actions (Jack & Schyns, 2015). As an 100 

example, Kroczek et al. ( 2021) recently demonstrated that observing an angry facial 101 

expression biased participants’ action judgements towards aversive actions (i.e. 102 

punches), especially when actions were hard to recognize. These data suggest that 103 

observers use facial emotional expressions to infer action intentions. Such 104 

information can be beneficial in preparing adaptive responses (Csibra & Gergely, 105 

2007). However, most previous studies investigated the processing of action 106 

intentions in the absence of interactive behavior by simply letting participants 107 

passively observe actions (cf. isolation paradigms, Becchio et al., 2010). For social-108 

interactive actions, non-interactive paradigms may reveal an incomplete picture only. 109 

This is especially relevant as appetitive or aversive outcomes of social actions only 110 

come into play when there is an interaction between persons. In order to investigate 111 

such claims it is important to study online interactive paradigms that require an 112 

interactive partner, not only to observe but also to react upon actions of another 113 

person (X. Pan & Hamilton, 2018; Redcay & Schilbach, 2019; Schilbach et al., 2011). 114 

Thus, studying real-time social interactions may be advantageous for understanding 115 

mechanisms related to the processing of social action intentions.  116 

The goal of the present study was to investigate whether facial emotions impact the 117 

evaluation of face-to-face social interactions and whether facial emotions bias 118 

physiological and behavioral responses to actions. For this reason, we implemented 119 

a novel Virtual Reality (VR) paradigm using a Cave automatic virtual environment 120 

(CAVE) system where participants interacted with virtual agents (one female, one 121 

male). As experimental manipulations, virtual agents first displayed a facial emotional 122 
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expression (happy vs. angry) and then performed an action towards the participants 123 

(fist bump vs. punch). Participants were instructed to react to this action by using a 124 

congruent action (reciprocal fist bump vs. defend punch), thereby moving their hand 125 

to the position of the hand of the virtual agent. Continuous tracking of participants’ 126 

hand movements allowed creating action-contingent reactions once participants had 127 

reached the target position, thereby increasing interactivity. We obtained ratings of 128 

arousal, valence, and realism after each interaction to characterize subjective 129 

experiences. In addition, physiological parameters (electrodermal activity, EDA, 130 

electrocardiogram, ECG) were continuously recorded during interactions and 131 

response times (RTs) of action responses were measured as a behavioral index. We 132 

expected that facial expressions would affect behavioral and physiological responses 133 

and the evaluation of social actions. Because of their negative valence and high 134 

salience, angry compared to happy facial expressions should increase 135 

unpleasantness and physiological responses in social interactions and should 136 

facilitate responses to actions by decreasing reaction times. 137 

 138 



 7 

Materials and methods 139 

1.1. Participants 140 

Thirty-three healthy students participated in the study (23 female, MAge = 22.20 years, 141 

SDAge = 2.84, rangeAge = 18 – 30 years). All participants had normal or corrected-to-142 

normal vision and did not report any mental or neurological disorder. One participant 143 

was excluded from analysis of HR data due to excessive artifacts in the ECG data. 144 

Another participant was excluded from the RT analysis due to technical problems 145 

with RT measurement. The study was reviewed and approved by the ethics board of 146 

the University of Regensburg and the study was conducted according to the 147 

approved procedures. The study is in line with the Declaration of Helsinki. All 148 

participants gave written informed consent. 149 

 150 

1.2. Study design 151 

We used an Emotion (2) x Action (2) within-subject design. Participants engaged in 152 

short face-to-face interactions with virtual agents (female or male). During these 153 

interactions, we manipulated the facial emotional expression that was displayed by 154 

the virtual agent (independent variable Emotion: angry vs. happy) and the action that 155 

was performed by the virtual agent (independent variable Action: fist bump vs. 156 

punch). Agents always displayed the emotional facial expression first and then 157 

performed the action. In order to investigate the interplay of emotion and action, we 158 

measured participants’ subjective experience in terms of ratings of arousal, valence, 159 

and realism, as well as physiological responses with respect to heart rate and skin 160 

conductance and the reaction times of participants’ responses towards the actions of 161 

the virtual agents. 162 

 163 

1.3. Apparatus and stimulus material 164 
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The present experiment was conducted in Virtual Reality using a CAVE system with 165 

a size of 3.6 m x 2.4 m x 2.5 m. Participants wore 3D shutter glasses with attached 166 

motion tracker targets (Advance Realtime Tracking GmbH). Virtual Reality was 167 

projected on the four surrounding walls and the floor of the CAVE (Barco F50 168 

WQX6A projectors with a resolution of 2560 by 1600 pixels). An additional motion 169 

tracker target (Advance Realtime Tracking GmbH) was attached to the right hand of 170 

the participants. VR was rendered using the Unreal 4 game engine (v 4.22, Epic 171 

Games Inc.) in a cluster of ten computers (i7-4790k, GeForce 1080, 16 GB RAM). 172 

Sounds were presented via a surround sound system (Yamaha HTR-3066). 173 

The experiment included a full virtual room, two virtual agents as well as action 174 

animations of fist bump and punch actions. Video stimuli showing the same room, 175 

agents, and animations have been implemented in a previous study (Kroczek et al., 176 

2021). An empty room with an elevator door at the front wall served as the virtual 177 

environment (see Figure 1). Two virtual agents (one male and one female) were 178 

created using Daz3D (Daz3D Inc.), based on the standard Genesis 8 models 179 

(https://www.daz3d.com/genesis8) with black clothes and standard geometry-based 180 

hair. Animated actions (fist bump or punch) were created for both agents. Animations 181 

were based on movement recordings from one male and one female actor. Fist bump 182 

and punch actions of the actors were recorded by tracking 55 optical markers (39 183 

passive body, 16 active finger marker) on a full-body motion tracking suit using an 184 

OptiTrack motion capturing system (12 cameras: 8 PRIME 13 and 4 PRIME 13W). 185 

Movements and skeleton animation were recorded using Motive software (v 2.2) and 186 

then preprocessed in Autodesk 3ds Max (v 2019) by reducing the number of 187 

keyframes (from 240 to 30 fps) for automatic noise reduction. Animations of both 188 

actions were aligned to a common reference frame and the ten initial frames of the 189 

actions were averaged, resulting in ten similar, albeit not identical, frames for both 190 

https://www.daz3d.com/genesis8
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animations. This procedure was performed separately for the male and the female 191 

animations. Finally, three different exemplars per action were created during post-192 

processing by inducing slight variations with respect to the end position (vertical and 193 

horizontal offset) of each action. All animations were exported into the Unreal Engine. 194 

As action animations were recorded from real actions, punches were performed 195 

faster than fist bump action (movement time fist bump; M = 1.05 s, SD = 0.039 s, 196 

movement time punch: M = 0.738 s, SD = 0.023). This difference lies in the nature of 197 

the actions.  198 

Physiological measures included electrocardiogram and electrodermal activity. For 199 

ECG recordings, three electrodes were attached to the chest of the participants with 200 

one electrode at the sternum, a reference electrode at the left, lower coastal arch and 201 

a ground electrode at the right, lower coastal arch. For EDA recordings, two 6 mm 202 

Ag/AgCl electrodes were attached to the thenar site of the palm of the left hand 203 

(Boucsein et al., 2012). All physiological data were recorded at 1000 Hz using a V-204 

Amp amplifier (BrainProducts, Gilching, Germany) connected to a recording PC. In 205 

order to allow free movements inside the CAVE system, participants carried the 206 

amplifier inside a backpack during the experiment. Data were recorded with 207 

BrainVision Recorder software (BrainProducts, Gilching, Germany) and streamed 208 

using the Lab Streaming Layer (LSL, Kothe, 2014). 209 

In addition, participant’s head position and the position of the hand was tracked at 60 210 

Hz (DTrack 2 software, Advance Realtime Tracking GmbH) and recorded using LSL.  211 

 212 

1.4. Procedure 213 

Upon arrival at the laboratory participants were informed about experimental 214 

procedures, gave written informed consent, and filled in questionnaires to assess 215 

anxiety and social cognition and to screen participants for clinically relevant 216 
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symptoms. These questionnaires included demographic information (age, sex, 217 

occupation), social anxiety (Social Phobia Inventory; Sosic et al., 2008), general 218 

anxiety (State-Trait anxiety inventory, as well as sensitivity to reward and punishment 219 

(SRSP, Torrubia et al., 2001). In addition, the “reading the mind in the eyes” test was 220 

conducted (Baron-Cohen et al., 2001).  221 

 Then, electrodes were attached at the chest (ECG) and left hand (EDA) of the 222 

participant. In addition, a motion tracker target was attached to the right hand of the 223 

participants, and they were given 3D shutter glasses. Finally, participants were led 224 

into the CAVE system where the empty virtual room was displayed.  225 

After entering the CAVE, participants were allowed to explore the environment for 2 226 

minutes and were then asked to stand on a marked starting position. The starting 227 

position was located at the center of the CAVE and was oriented so that participants 228 

would face the elevator door, which was projected on the long wall of the CAVE 229 

(distance from the starting position to the elevator door in VR was approx 3.5 m).  230 

Once participants were standing correctly oriented on the starting position, the 231 

experiment was started. The experiment consisted of 24 trials with an identical trial 232 

structure (see Figure 1). Trial order was pseudo-randomized with no more than three 233 

repetitions of emotion, action, or agent gender. Every trial started with the opening of 234 

the elevator door, with the agent standing behind the door. Agents were always 235 

facing the participant with their gaze focused on the participant. After 2000 ms, the 236 

agents started to display a facial emotional expression (happy condition: smile; angry 237 

condition: frown). The agent maintained this emotional expression throughout the 238 

trial. Another 2500 ms after the onset of the facial expression, the agent moved to a 239 

position in front of the participant (0.75 m distance to participants’ starting position, 240 

walking duration 2500 ms). Agents were in a neutral body posture with both hands in 241 

a resting position, hanging loosely next to the legs. The agent remained in this 242 
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position for another 2000 ms and then initiated the action with the right hand (fist 243 

bump or punch). Importantly, the action was stopped at the apex position of the 244 

movement and participants had to react towards the action by moving their right hand 245 

to the hand position of the virtual agent. Participants were instructed to show 246 

congruent actions, i.e. to respond with a fist bump when the agent performed a fist 247 

bump and to defend the punch when the agent performed a punch. No instructions 248 

were given regarding response speed and accuracy. Once participants reached the 249 

target position (defined as a sphere with a radius of 15 cm centered around the 250 

position of the agent hand), a clapping sound was played from the loudspeakers and 251 

the virtual agent retracted the hand to the resting position. The agent then turned 252 

around and left the room through the door.  253 

After the agent had left, ratings were obtained for arousal, valence, and realism by 254 

auditory presentation of the rating questions. Participants gave an oral response 255 

which was noted by the experimenter. Arousal ratings were obtained by asking “How 256 

high was your arousal?” (0 = no arousal, 100 = very high arousal), valence ratings 257 

were obtained by asking “How unpleasant did you feel?” (0 = very pleasant, 100 = 258 

very unpleasant), and realism ratings were obtained by asking “How realistic was the 259 

situation?” (0 = completely unrealistic, 100 = completely realistic). Following the 260 

ratings, the next trial started. 261 

The Virtual Reality experiment had a total duration of approximately 25 minutes. After 262 

the last trial had been presented, participants were led outside the CAVE and filled in 263 

further questionnaires including a second state anxiety inventory, as well as 264 

questionnaires related to presence (iGroup presence scale, Multimodal Presence 265 

Scale, Makransky et al., 2017; Schubert et al., 2001) and simulator sickness 266 

(Kennedy et al., 1993). 267 
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 268 

Figure 1: Schematic illustration of the experimental trial structure. Upper row shows 269 

trial procedure in Virtual Reality, bottom row shows participant inside the CAVE 270 

system at corresponding time points. At trial start, an elevator door opened and 271 

revealed a virtual agent (first column). Next, the agent displayed either a happy or 272 

angry facial emotional expression and then approached (second column) the 273 

participant until a final position was reached (third column). 2000 ms after reaching 274 

this position, the virtual agent initiated either a punch or fist bump action (fourth and 275 

fifth column respectively). Participants had to react towards this action with a 276 

congruent response, either by defending the punch (fourth column, bottom row) or by 277 

reciprocating the fist bump (fifth column, bottom row). 278 

 279 

1.5. Data processing and statistical analyses 280 

Physiological and behavioral data were preprocessed using custom scripts in 281 

MATLAB (v 8.6, MathWorks, Natik, USA). For ECG data, the Pan-Tompkins 282 

algorithm was applied to identify R-peaks in the continuous signal (J. Pan & 283 

Tompkins, 1985). One participant had to be excluded from analysis because R-peaks 284 
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could not be identified reliably. Next, intervals between R-peaks (RR) were calculated 285 

and converted to heart rate. RR-intervals which deviated more than three standard 286 

deviations from the mean were excluded (mean percentage of excluded RR intervals 287 

= 0.93, SD = 0.64). In addition, segments of interest were manually checked for 288 

incorrectly identified R-peaks. To obtain event-related measures, heart rate was 289 

interpolated and sampled at 1000 Hz. Finally, segments with a length of 16 s 290 

timelocked to the onset of the emotion of the virtual agent including a 2 s pre-stimulus 291 

interval were extracted. Segments were baseline corrected by subtracting the 292 

average heart rate in the 2 s period before the emotion onset. For statistical analysis, 293 

HR data was averaged in segments of 1 s length. 294 

For EDA, data were low-pass filtered using a first order butterworth filter with a cut-off 295 

frequency of 1 Hz and then log-transformed to account for the non-normal distribution 296 

(Boucsein et al., 2012). Analogous to ECG analysis, segments of 16 s length were 297 

extracted time-locked to emotion onset including a 2 s pre-stimulus interval. 298 

Segments were baseline corrected using the 2 s pre-stimulus interval. For statistical 299 

analysis, SCR amplitudes were further averaged in 16 non-overlapping time windows 300 

of 1 s length. 301 

Reaction times (RTs) were calculated as the time difference between the time point 302 

when the virtual agents reached the apex position of the action and the time point 303 

when participants reached the hand position of the virtual agent. We chose apex 304 

position as a start of RT measurement because action animations of fist bump and 305 

punch were of different length (see above). Trials were rejected when participants 306 

responded later than 2 seconds after the agent had completed the action (mean 307 

number of rejected trials = 1.78 trials, SD = 1.86). 308 

All data were averaged across trials into four experimental conditions (Emotion x 309 

Action: Happy – Fist bump, Happy – Punch, Angry – Fist bump, and Angry – Punch) 310 
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and then exported for further analyses. Statistical analyses were conducted in the R 311 

environment (v 4.1.1, R Core Team, 2016). For rating variables and RTs, we 312 

conducted repeated-measures ANOVAs with the within-subject factors Emotion and 313 

Action. For the windowed time-series data of EDA and HR responses, we conducted 314 

repeated-measures ANOVAs with the within-subject factors Time Window, Emotion, 315 

and Action.  316 

Post-hoc t-tests were conducted to follow up on significant effects with the Holm 317 

method (Holm, 1979) applied to correct for multiple comparisons. Assumptions of 318 

normality were assessed by Shapiro-Wilk tests (p > .05). All analyses were 319 

conducted with Type-I errors set to alpha = 5 %. 320 

 321 

1.6. Open Science statement 322 

Study procedures, hypotheses, and analyses were not pre-registered prior to data 323 

acquisition. Anonymized raw data and analysis scripts are publicly available in an 324 

online repository (https://osf.io/q4cru/). 325 

  326 
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2. Results 327 

2.1. Experience: Ratings 328 

Arousal 329 

A repeated measures ANOVA with Arousal ratings as dependent variable (see Figure 330 

2, left panel) revealed a main effect of Emotion, F(1,32) = 14.16, p < .001 , ηp
2 = 0.31, 331 

and a main effect of Action F(1,32) = 8.52, p = .006, ηp
2 = 0.21, but no interaction 332 

effect between Emotion and Action, F(1,32) = 0.36, p = .553, ηp
2 = 0.01. Arousal was 333 

rated significantly higher for angry (M = 35.0, SD = 18.4) compared to happy facial 334 

expressions (M = 28.6, SD = 15.2) as well as for punch (M = 34.8, SD = 18.0) 335 

compared to fist bump actions (M = 29.8, SD = 16.0).  336 

 337 

Figure 2: Subjective experience as a function of facial emotional expression and 338 

action of the virtual agent. Ratings on a scale from 0 to 100 reflect arousal (left), 339 

valence (middle), and realism (right). Box plots are superimposed with individual data 340 

points. 341 

 342 

Valence 343 

For valence ratings (Figure 2, middle panel), we obtained a main effect of Emotion, 344 

F(1,32) = 41.19, p < .001, ηp
2 = 0.56, a main effect of Action, F(1,32) = 50.42, p < 345 
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.001, ηp
2 = 0.61, as well as a significant interaction between Emotion and Action, 346 

F(1,32) = 26.38, p < .001, ηp
2 = 0.45. Post-hoc t-tests (Holm corrected) revealed that 347 

happy expressions with fist bump actions were rated as more pleasant compared to 348 

other combinations of facial expression and action (Angry-Fist bump: t(32) = -7.18, p 349 

< .001, d = -1.25; Angry-Punch: t(32) = -8.52, p < .001, d = 1.48: Happy-Punch: t(32) 350 

= -7.33, p <.001, d = -1.28), while angry expressions paired with punch actions were 351 

rated as more unpleasant compared to other combinations of facial expression and 352 

action (Angry-Fist bump: t(32) = 4.57, p < .001, d = 0.80; Happy-Punch: t(32) = 3.77, 353 

p = .001, d = 0.66). Interestingly, the effect of emotion (i.e. the difference between 354 

happy and angry expressions) was significantly stronger when agents performed fist 355 

bump actions compared to punch actions, t(32) = -5.14, p < .001, d = -0.89.  356 

In sum, the analysis of valence ratings revealed that happy expressions with fist 357 

bump actions were evaluated as most pleasant, while angry expressions with punch 358 

actions were evaluated as most unpleasant. Furthermore, facial emotions had a 359 

stronger modulatory effect on appetitive fist bump actions compared to aversive 360 

punch actions.  361 

 362 

Realism 363 

For realism ratings (Figure 2, right panel), results showed a main effect of Emotion, 364 

F(1,32) = 15.02, p < .001, ηp
2 = 0.32, a main effect of Action, F(1,32) = 9.93, p = .004, 365 

ηp
2 = 0.24, as well as a significant interaction between Emotion and Action, F(1,32) = 366 

23.63, p < .001, ηp
2 = 0.43. Post-hoc t-tests revealed that fist bumps with a happy 367 

expression were rated as more realistic than fist bumps with an angry expression, 368 

t(32) = 5.85, p < .001, d= 1.02. In contrast, punch actions were rated as more realistic 369 

when performed with an angry expression compared to a happy expression, t(32) = 370 

2.77, p =.018, d= 0.48. However, fist bumps with happy expressions were rated as 371 
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even more realistic than punches with angry expression, t(32) = 4.33, p < .001, d = 372 

0.75. Furthermore, the effect of facial expressions was stronger for fist bump actions 373 

compared to punch actions, t(32) = 4.86, p < .001, d = 0.85. In other words, the 374 

combination of congruent pairs of facial expression and action was rated as more 375 

realistic than incongruent pairs of facial expression and action. However, appetitive 376 

face-action pairs were more realistic than aversive face-action pairs. 377 

 378 

2.2. Physiology 379 

Heart rate 380 

Changes in heart rate following the display of the facial emotional expression (Figure 381 

3) were analyzed throughout the interaction with the virtual agent using a 2 x 2 x 16 382 

repeated measures ANOVA with the factors Emotion, Action and Time Window. 383 

There was a significant main effect of Emotion, F(1,31) = 8.446, p = .007, ηp
2 = 0.21, 384 

a significant main effect of Time Window, F(16,465) = 17.215, p <.001, , ηp
2 = 0.36 (ε 385 

= 0.28), and a significant interaction of Emotion and Time Window, F(15,465) = 3.65, 386 

p = .007, ηp
2 = 0.11 (ε = 0.27). There was no significant effect involving the factor 387 

Action (all F < 1). The main effect of Time Window was driven by a general heart 388 

deceleration at the onset of the action in the time window from 7 to 8 seconds 389 

compared to the preceding time window from 6 to 7 seconds, t(32) = -3.92, p = .005, 390 

and a consecutive heart acceleration in the time window from 10 to 11 seconds 391 

compared to the preceding time window from 9 to 10 seconds, t(32) = 5.58, p < .001. 392 

With respect to the interaction effect between Emotion and Time Window, a follow-up 393 

analyses revealed that angry compared to happy facial expressions increased heart 394 

rate from 5 to 9 seconds post emotion onset, Fs(1,31) = 4.63-11.04, ps = .002 - .039, 395 

ηsp
2 = 0.13-0.28.  396 
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 397 

Figure 3: Effect of facial emotional expression on heart rate following the onset of the 398 

facial emotion. Time windows with significant differences between angry and happy 399 

facial expressions are highlighted in grey. Shaded areas reflect SEM.  400 

 401 

Skin conductance responses 402 

SCR amplitude following the onset of facial emotional expression was analyzed using 403 

a 2 x 2 x 16 repeated measures ANOVA including the factors Emotion, Action, and 404 

Time Window. As can be seen in Figure 4, a typical SCR peak was observed 405 

following the action of the virtual agent. The statistical analysis revealed a main effect 406 

of Action, F(1,32) = 5.99, p = .020, ηp
2 = 0.16, a main effect of Time Window, 407 

F(15,480) = 21.41, p < .091, ηp
2 = 0.40 (ε = 0.10), an interaction of Action and Time 408 

Window, F(15,480) = 15.57, p < .001, ηp
2 = 0.33 (ε = 0.15), as well as an interaction 409 

of Emotion, Action and Time Window, F(15,480) = 3.12, p = .049, ηp
2 = 0.09 (ε = 410 

0.14). No other effects were significant.  411 
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Follow-up analyses revealed a main effect of action with increased SCR for punch 412 

compared to fist bump actions in time windows from 10 – 14 seconds post emotion 413 

onset, Fs(1,32) = 12.06 -26.83 , ps < .001, ηsp
2 = 0.27 – 0.46, and a significant 414 

interaction effect of Emotion and Action from 11-14 seconds post emotion onset, 415 

Fs(1,32) = 4.40 – 5.87, ps = .021 - .044, ηsp
2 = 0.12 – 0.16. In the window of the 416 

significant Emotion by Action interaction (11-14 s post emotion onset), post-hoc tests 417 

showed an increased SCR when punch actions had been preceded by a happy 418 

compared to an angry facial expression, t(32) = 3.54, p = .005, d = 0.62, but there 419 

was no difference between angry and happy expressions for fist bump actions, t(32) 420 

= 0.76, p = .455, d = 0.13. 421 

In summary, SCR to punch actions was increased when agents were displaying a 422 

happy compared to an angry facial expression, while SCRs to fist bump actions did 423 

not differ between facial emotions. 424 

 425 

 426 

Figure 4: SCR following the onset of the emotional expression. Data from angry (left) 427 

and happy (right) facial expression conditions are shown in separate graphs. Actions 428 

of the virtual agent are color-coded (fist bump = blue, punch = red). Time windows 429 
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with significant differences between punch and fist bump conditions are highlighted in 430 

grey. Shaded areas reflect SEM. 431 

 432 

2.3. Behavior: Reaction times 433 

A 2 x 2 repeated-measures ANOVA on reaction times revealed a significant 434 

interaction between Emotion and Action, F(1,31) = 9.68, p = .004, ηp
2 = 0.24, but no 435 

main effect for Emotion, F(1,31) = 0.09, p = .761, ηp
2 < 0.01, or Action, F(1,31) = 436 

3.79, p = .061, ηp
2 = 0.11. Post-hoc t-tests revealed that RTs were faster for punch 437 

compared to fist bump actions when the agents displayed an angry facial expression, 438 

t(31) = -3.16, p = .021, d = -0.56, but not when the agents displayed a happy facial 439 

expression, t(31) = -0.39, p = .702, d = -0.07. There were no significant differences 440 

between happy and angry facial expressions for fist bump actions, t(31) = -2.60, p = 441 

.070, d = -0.46, and punch actions, t(31) = -2.16, p = .153, d = -0.38.  442 

In summary, angry facial expressions lead to faster responses to aversive punch 443 

action compared to appetitive fist bump actions, while reaction times of both actions 444 

did not differ when agents displayed a happy facial expression. 445 

 446 
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 447 

Figure 5: Reaction times of responses to the actions as a function of action and facial 448 

emotional expression in milliseconds. Box plots are superimposed with individual 449 

data points. 450 

 451 

  452 
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3. Discussion 453 

Facial emotional expressions modulate the evaluation of face-to-face interactions and 454 

influence physiological and behavioral responses to social actions. In the present 455 

study we implemented an interactive Virtual Reality paradigm where participants 456 

responded to social actions of virtual agents. Virtual agents displayed either an angry 457 

or happy facial expression while directing aversive punch or appetitive fist bump 458 

actions towards the participant. In line with our hypotheses, angry expressions and 459 

punch actions were perceived as more arousing than happy expressions and fist 460 

bump actions. Crucially, pleasantness of an action was modulated by the 461 

accompanying facial expressions: fist bumps paired with a smile were perceived as 462 

pleasant, while the same fist bumps paired with angry expressions were perceived as 463 

unpleasant (even to a similar degree as punch actions). Furthermore, realism of 464 

interactions was evaluated on basis of the congruency between facial expression and 465 

action. Congruent expression-action pairs (both expression and action aversive or 466 

appetitive) were rated as more realistic compared to incongruent pairs (expression 467 

aversive and action appetitive or vice versa). Interestingly, physiological parameters 468 

were affected differently by facial expressions and actions. Heart rate showed a 469 

general effect of facial expression with an increase for angry compared to happy 470 

expression that was most prominent shortly before and during action initiation of the 471 

virtual agent. By contrast, skin conductance responses were affected by the 472 

interaction of facial expressions and actions. SCRs to aversive punch actions were 473 

increased when agents displayed a happy compared to an angry facial expression, 474 

while SCRs to appetitive fist bump actions did not differ between facial expressions. 475 

Finally, facial emotional expressions also influenced behavioral responses, i.e. 476 

reaction time. Participants responded faster to aversive compared to appetitive 477 

actions when actions were preceded by an angry but not when actions were 478 
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preceded by a happy facial expression. Taken together, the present findings shed 479 

light on the interplay of facial emotional expressions and actions in social 480 

interactions. Our data provide evidence that observers use facial emotional 481 

expressions to generate expectations for actions and that these expectations affect 482 

the evaluation of social interactions as well as physiological and behavioral 483 

responses. 484 

Previous studies have highlighted facial expressions as communicative cues that 485 

allow to infer mental states of others (Frith, 2009; Frith & Frith, 2012). Thereby 486 

observers can predict upcoming behavior, thus allowing for adaptive responses in 487 

social interactions (Sebanz & Knoblich, 2009). The results of the present study 488 

suggest that observers use facial emotional expression to build expectations 489 

regarding aversive or appetitive actions. In line with this notion, SCRs to aversive 490 

punch actions were increased when punches were following a happy compared to an 491 

angry facial expression. This suggests that aversive actions were unexpected for 492 

happy facial expression as indexed by a heightened physiological orienting response 493 

(Bradley, 2009). There was, however, no increased orienting response for 494 

unexpected appetitive actions (fist bump actions following angry expressions). This 495 

could be explained by differences in salience and threat imminence between fist 496 

bump and punch actions, as costs of an unexpected fist bump actions are lower than 497 

the costs of an unexpected punch action (Codispoti et al., 2001; Flykt et al., 2007). 498 

Furthermore, realism ratings regarding expression-action pairs showed that 499 

congruent pairs (both aversive/appetitive) were perceived as more realistic than 500 

incongruent pairs (one aversive, one appetitive). This suggests that observers 501 

integrated action expectations based on facial expressions with the actual performed 502 

actions. Note, however, that ratings can be only seen as indirect evidence for action 503 

expectations, as participants rated realism only after the full interaction had been 504 
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presented and consequently might have based their evaluations on post-hoc 505 

processing. In sum, our results suggest an anticipatory mechanism of facial 506 

emotional expressions, where observers use facial emotional expressions to predict 507 

upcoming social actions. 508 

The results of the present study further suggest an adaptive role of facial emotional 509 

expressions in interpersonal behavior. On a physiological level, we found increased 510 

heart rate responses for angry compared to happy facial expressions in a time-511 

window prior and during the action initiation. Thus, observers showed increased 512 

physiological activation to the aversive facial expressions. One might speculate that 513 

the expectation of an aversive action increased sympathetic activity in order to 514 

prepare the organism towards a threatening action (Bradley et al., 2012; Löw et al., 515 

2008). Heightened sympathetic activity during the observation of the action might be 516 

beneficial in generating an adaptive response. It should be noted, however, as we did 517 

not jitter the interval between facial expression and action, we cannot rule out the 518 

possibility that the effect of facial expression would occur with a timing of 5 – 9 519 

seconds regardless of the onset of the action. This should be tested in future 520 

experiments. Interestingly, while we found a typical heart rate orienting response in 521 

form of a rapid deceleration following the onset of the action (Bradley, 2009; Bradley 522 

et al., 2012), we also observed increased rather than decreased heart rate for angry 523 

relative to happy facial expressions. Decelerated heart rate has been reported as a 524 

physiological response to threatening stimuli (freezing, e.g. Hagenaars et al., 2014). 525 

The observed acceleration in the present study may be explained by our study 526 

design, which allowed participants to actively react towards a threat action rather 527 

than to just passively observe it. As a consequence, given the option to react, heart 528 

rate increases might facilitate action responding in terms of a fight-or-flight response 529 

(Löw et al., 2008; Roelofs, 2017). In line with this idea, our data also show that facial 530 
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emotional expressions affected behavioral response times. Importantly, angry facial 531 

expressions lead to faster responses to aversive punches than appetitive fist bumps, 532 

demonstrating a behavioral benefit of incorporating information from facial emotional 533 

expressions. In sum, our findings suggest that inferring action intentions from facial 534 

expressions increases sympathetic activity that results in a more effective response 535 

to social (threat-) actions. This may constitute an adaptive mechanism in real-time 536 

social interactions. 537 

Finally, our data suggest that inferred intentions have a strong impact on the 538 

evaluation of social actions that may even override the valence of the actual 539 

performed action. Pleasantness of appetitive fist bump actions strongly differed 540 

between facial expressions, suggesting that the inferred intention influenced 541 

experience to a greater degree than the actual performed action. Facial expressions 542 

have been related to impression formation (Todorov et al., 2013). With respect to the 543 

current study, expectations based on facial expressions might be processed as true 544 

social intentions, thus altering the meaning of a given action. For the experience of 545 

punch actions, however, the influence of facial expressions was less prominent. 546 

Thus, angry expression can render an appetitive action as unpleasant, but happy 547 

expression cannot render an aversive action as pleasant to the same degree. One 548 

might speculate that fist bump actions may be less unequivocal with respect to being 549 

aversive/appetitive and thus be more affected by inferred intentions from facial 550 

expressions. In line with this interpretation, Kroczek et al. (2021) found that angry 551 

facial emotions biased observers towards aversive punch actions in a perception task 552 

using video clips of the same stimuli as in the present study. Importantly, this bias 553 

was strongest when actions were ambiguous. Together, these findings highlight the 554 

role of facial expressions for the inference of action intentions in social settings. Thus, 555 

in addition to cues from gaze (Ambrosini et al., 2015; Cavallo et al., 2015) and body 556 
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posture (De Gelder, 2006; de Gelder & Poyo Solanas, 2021), facial expressions 557 

provide important information for upcoming actions.  558 

In conclusion, the present study implemented a real-time interactive paradigm in 559 

Virtual Reality to investigate the influence of facial emotional expressions on social 560 

actions. Facial emotions had an impact on the evaluation of social actions and 561 

influenced physiological and behavioral responses. Consequently, facial emotional 562 

expressions are important cues in social interactions that allow to infer action 563 

intentions of an interactive partner and to generate adaptive responses. 564 

  565 
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Figure Captions 719 

Figure 1: Schematic illustration of the experimental trial structure. Upper row shows 720 

trial procedure in Virtual Reality, bottom row shows participant inside the CAVE 721 

system at corresponding time points. At trial start, an elevator door opened and 722 

revealed a virtual agent (first column). Next, the agent displayed either a happy or 723 

angry facial emotional expression and then approached (second column) the 724 

participant until a final position was reached (third column). 2000 ms after reaching 725 

this position, the virtual agent initiated either a punch or fist bump action (fourth and 726 

fifth column respectively). Participants had to react towards this action with a 727 

congruent response, either by defending the punch (fourth column, bottom row) or by 728 

reciprocating the fist bump (fifth column, bottom row). 729 

 730 

Figure 2: Subjective experience as a function of facial emotional expression and 731 

action of the virtual agent. Ratings on a scale from 0 to 100 reflect arousal (left), 732 

valence (middle), and realism (right). Box plots are superimposed with individual data 733 

points. 734 

 735 

Figure 3: Effect of facial emotional expression on heart rate following the onset of the 736 

facial emotion. Time windows with significant differences between angry and happy 737 

facial expressions are highlighted in grey. Shaded areas reflect SEM.  738 

 739 

Figure 4: SCR following the onset of the emotional expression. Data from angry (left) 740 

and happy (right) facial expression conditions are shown in separate graphs. Actions 741 

of the virtual agent are color-coded (fist bump = blue, punch = red). Time windows 742 

with significant differences between punch and fist bump conditions are highlighted in 743 

grey. Shaded areas reflect SEM. 744 
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Figure 5: Reaction times of responses to the actions as a function of action and facial 745 

emotional expression in milliseconds. Box plots are superimposed with individual 746 

data points. 747 

 748 


